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Introduction

Machine Learning (ML) is the science of programming 
computers to perform tasks based on rules learned 
from data instead of rules explicitly described by 

humans. Although statistical methods in health care for 
tasks such as stroke risk prediction1 have been in use for a 
long time, three trends enabled the widespread adoption of 
ML applications in the past decade: increase in computing 
resources and cloud services that allow generation and 
storage of massive quantities of data; availability and 
digitization of diverse data sources (e.g., genomics 
databases, electronic health records, patient registries, large 
commercial databases, social media, and data collected 
through wearable technologies), and improvements in 
ML algorithms such as random forests, support vector 
machines, and deep learning, which can reveal complex 
relationships in data that simpler algorithms might miss. 

Despite the advances in the adoption of ML methods in 
the pharmaceutical industry, there is room for increased 
application, especially in late stage development. 
According to a 2017 survey of 3,073 companies globally 
from 14 business sectors, only about 16% of health 
care firms adopted at least one artificial intelligence 
(AI) technology at scale or in a core part of their 
business, putting the health care sector behind high-
tech and telecommunications (31%), finance (28%), and 
transportation (21%).2 One reason behind the comparatively 
slow pace of adoption is a lack of clarity on the impact of AI 
methods on workflows in the pharmaceutical industry.3 

In this article we review ML applications in the 
pharmaceutical industry that increase efficiency and 
allow more convincing value demonstration, broadly 
following a product’s lifecycle from drug discovery to drug 
repositioning. Going from big data to improved efficiency 
in business and clinical benefits, however, requires at least a 
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broad understanding of the steps a project team needs to 
take to implement a successful data analysis project. In the 
second section, we describe these steps. 

Applications of ML in the Pharmaceutical Industry

Drug Discovery 
One of the most promising application areas for ML 
methods is new drug development, which is estimated 
to cost $2.6 billion on average.4 Although computational 
methods have been employed for drug discovery for 
decades5,6 (see Hiller, et al. for a 1972 study that applied 
artificial neural network in drug design), ML methods 
combined with large data sources enable access to deeper 
insights faster compared to traditional methods that 
mostly rely on numerous costly biochemical experiments.7 
For example, deep learning, an ML method based on 
discovering hidden layers of variables that connect the 
input data to outcomes, is used to predict drug-target 
interactions (DTIs)8; generate novel molecules predicted to 
be active against a given biological molecule9; predict cell-
penetrating peptides for antisense delivery10; and, to model 
quantitative structure – activity and structure – property 
relationship (QSAR/QSPR) of small molecules to predict 
blood-brain barrier11 permeability (see Ying Y, et al.12 and 
Lo, et al. 5 for other ML applications on drug discovery). 

Clinical Trial Site and Patient Selection
A study that analyzed data from 151 global clinical trials 
conducted by 12 companies at 15,965 sites found that 
52% of clinical trials exceeded their planned enrollment 
timelines, with 48% taking significantly longer to complete 
enrollment.13 Delays were more pronounced in clinical 
trials of the disease of the central nervous system, with an 
average planned timeline of 11 months vs. average actual 
timeline of 12.7 months. Companies also reported that on 
average 11% of sites in clinical trials failed to enroll any 
patients at all. ML algorithms can leverage historical data on 
site performance to maximize the probability that selected 
sites can deliver patients quickly, minimize drop-out rates, 
and adhere to the clinical protocol. ML models can be 
built using historical data on past performance, focusing 
on clinical trials, infrastructure, and time to first patient 
enrollment, which are predictive of future performance 
according to studies conducted by the industry.14,15 Text 
mining of social media with natural language processing 
and predictive analytics applied to electronic health records 
are already being used by the industry to identify potential 
patients who might not have been formally diagnosed and 
who might be ideal candidates for recruitment into clinical 
trials for rare diseases.16 

Wearables in Observational Studies and Clinical Trials
Increased miniaturization and longer battery life of 
electronics enabled the manufacturing of wearable devices 
that make collection of continuous and accurate medical 
data more practical than ever.17 Wearable technologies 

include smartwatches, wristbands, hearing aids, electronic/
optical tattoos, head-mounted displays, subcutaneous 
sensors, electronic footwear, and electronic textiles. ML 
methods are routinely employed to convert raw data 
collected from these technologies in observational studies 
and clinical trials to meaningful clinical end points. For 
example, Willetts et al. collected accelerometer data from 
132 participants whose physical activities were labeled 
using video cameras to train ML models that can predict 
physical activity and sleep patterns.18 The authors then 
used their results to label physical activity data collected 
from more than 96,000 UK Biobank participants. These 
algorithms can also be potentially used to classify patient 
data from clinical trials. A review of medical literature 
put the number of clinical trials that collected data from 
wearable devices as of late 2015 at 299.19 An important 
disease area where biosensors can collect data that were 
previously unavailable to researchers is neurodegenerative 
diseases such as Alzheimer’s disease. Biosensors worn 
by the patient and placed in the patient’s home as part 
of a clinical trial can provide quantitative and continuous 
information on a subject’s cognitive status and ability to 
perform daily tasks.20

Pharmacovigilance
ML and natural language processing methods are 
commonly used to identify patient experiences related to 
treatments in the real world. Social media in general and 
patient forums in particular offer a rich source of information 
about adverse events and other problems associated with 
treatments. The U.S. Food and Drug Administration (FDA) 
encourages “external stakeholders to explore the use 
of social media tools such as medical community blogs, 
crowdsourcing, and social media pages” to identify patient 
perspectives regarding disease symptoms.21 Social media 
content can be used to complement literature review 
findings, supplement focus groups, gather expert opinions, 
and elicit patient interviews. The FDA is also exploring 
the value of social media to inform occurrence of adverse 
events.22 Extracting useful signals from large volumes of text 
data in social media is an active area of research. Recent 
examples include a study by Gupta and colleagues who 
used recurrent neural networks for semi-supervised learning 
of models to extract adverse event mentions from social 
media posts.23

Precision Medicine
Precision medicine is a prevention and treatment approach 
that considers a patient’s genes, environment, and 
lifestyle.24 According to a survey of 100 pharmaceutical 

ML and natural language processing 
methods are commonly used to identify 
patient experiences related to treatments 
in the real world. 
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industry leaders, precision medicine has the potential to 
help accurately identify new drug targets; provide clarity 
regarding target patient profiles, thus, enabling more 
targeted clinical trials with smaller patient numbers and 
faster market access; reduce research and development 
(R&D) cycle length; and, more convincingly demonstrate 
benefits.25 

Delivery of the premise of precision medicine depends 
on the ability to harmonize diverse data sources such as 
genomics, clinical trials, electronic health records, clinician 
notes, and wearables, and to develop predictive models to 
optimize treatment strategies. Recent studies on precision 
medicine emphasize methods to harmonize these different 
data sources. Rajkomar and colleagues26 used deep learning 
methods to develop predictive models of mortality based 
on electronic health records and free text records from 
two hospitals; these models predicted the risk of inpatient 
mortality, unplanned readmission within 30 days, long 
lengths of stay, and discharge diagnosis. Recently Pai and 
Bader27 reviewed ML algorithms that leverage patient 
similarity scores based on genomics data and electronic 
health records to identify subgroups of type 2 diabetes 
patients, predict tumour subtype in ependymoma, and 
predict treatment response. 

Adherence Prediction
Non-adherence to medication is a major cause of revenue 
loss for the pharmaceutical industry and imposes a very 
high cost to public health care systems. A report on 
economic costs of medication non-adherence estimated 
the industry’s annual revenue loss from non-adherence 
at $188 billion (or 37% of the $508 billion potential total 
revenue) in the U.S. alone and $564 billion globally.28 
The report further estimated that even a 10% increase in 
medication adherence across disease areas would increase 
the total annual revenue of the industry by $41 billion in 
the U.S. A systematic literature review in 2017 estimated 
that disease-specific, per patient, per year cost of non-
adherence to medication ranges between $949 and 
$44,190 (in USD 2015).29 

Predicting risk of non-adherence allows more targeted 
interventions to decrease non-adherence rates. 
Unsupervised ML methods can be used to identify 
non-adherent patient segments that display different 
characteristics and reasons for non-adherence to allow 
tailoring interventions to different patient groups. A recent 
example of non-adherence risk estimation includes a study 
by Krumme and colleagues30 who used pharmacy and 
demographic predictors, pre-index adherence levels, and 
medical claims data to predict one-year adherence to statin 
treatments. 

Drug Repositioning
Faced with growing R&D costs and low approval rates 
for new compounds, repositioning of existing drugs is a 
potential way to cut costs and expand to new indications. 

Drug repositioning has the benefit of reducing drug 
development time, since toxicity and safety profiles of 
drug candidates for repositioning have already been 
studied.31 Before widespread use of systematic approaches 
and computational methods, such as similarity searching, 
text mining, and network analysis, drug repositioning 
was largely based on unexpected associations observed 
in clinical trials or in medical practice.32 ML methods 
promise to accelerate this process. Examples include 
neural networks for prediction of sensitivity of cancer 
cells to drugs; support vector machines for prediction of 
drug therapeutic class; collaborative filtering and network 
analysis to predict drug-disease associations; and, text 
mining to leverage medical literature to highlight potential 
new indications for existing drugs.33 

Implementing a Successful ML Project
Machine learning and artificial intelligence are written 
about and discussed extensively, in print and on websites, 
by a multitude of authors, including both companies and 
organizations involved in ML. The impression is often given 
that ML can be performed automatically in a “point and 
click” manner without particular specialist knowledge from 
analysts. Companies advertise services and packages that 
are able to apply ML and AI to problems in an automated 
manner. Whilst this may be true for certain specific 
applications like image classification, language translation, 
and other applications where no unmeasured variables are 
present and large volumes of data are available for pre-
trained models, this is not the case for applications in the 
pharmaceutical and medical industries. Like other analytical 
approaches, such as that of traditional statistics, a detailed 
review and understanding of the problem and the data, as 
well as rigorous attention to methodological considerations 
is absolutely crucial. Inappropriate application of ML 
methods can lead to erroneous conclusions and inaccurate 
performance assessment. At worst, this can lead to mistakes 
in health care decisions which might be based on evidence 
derived from ML studies. Regardless of the ML application 
area, there are core steps in every ML project that must be 
followed to get actionable insights from data. 

Building the Right Team
Building the right team or providing the core team with 
access to the required domain expertise is a stage of 
analytical projects that is often overlooked with potentially 
important consequences. ML has its origins in computer 
science with increases in computing power and availability 
of cloud computing making ML approaches to data analysis 
possible. Consequently, there are many cases where 
the team performing the ML analysis consists solely of 
computer scientists. Whilst individuals with a background 
solely in computer science are undoubtedly skilled in the 
application of ML, they often do not possess the skills or 
domain knowledge needed to apply the methods in the 
health sector. Whilst the emphasis of analysis in many 
sectors is often solely on predictive ability, this is not the 
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case in the health sector, where there is critical importance 
on inference, causality, rigor, understanding potential 
sources of confounding and bias, underlying epidemiology, 
and reasons why a particular method can be used for 
prediction. By failing to take into consideration these 
additional factors, critical errors can result. Similarly, analytic 
teams that consist of clinicians or epidemiologists may not 
apply the ML algorithms in a rigorous enough manner, 
leading to overfitting and resulting in over-optimistic 
prediction performance. It is, therefore, important to ensure 
that an analytic team consists of, or has access to, all the 
skillsets for a particular application, and even then, it is 
necessary that the multi-disciplinary team members are able 
to effectively communicate with each other.

Establish Whether ML is Necessary
Not all business questions that involve data analysis require 
an ML approach. The first question the project team needs 
to answer is whether it is possible to follow simple if-else 
rules to make predictions with enough accuracy. If so, then 
complicated algorithms might not be necessary. Another 
question is the availability of high quality and relevant data 
in enough quantity. Is there enough labeled data for the ML 
algorithm to learn from and, if not, how expensive is it to 
acquire more labeled data? Necessity and feasibility of ML 
approaches must be considered before committing more 
resources to an ML project. A phased approach, where a 
small feasibility study is conducted, can shed light on the 
decision to go ahead with an ML project or to prioritize 
quality data collection. 

Formulate the Business Question as an ML Question 
Despite the proliferation of ML algorithms, there is a 
limited number of ML tasks these algorithms can perform.34 
Formulating the business question in terms of one of these 
tasks is the first step towards a successful ML application. 
Different tasks include classification, regression, measuring 
similarity of entities, clustering similar groups together, 
identifying potential links between entities, data reduction, 
and causal modeling.34 After the business question is 
cast as an appropriate ML task, the team must think hard 
about the metric that will be used to evaluate the model 
performance. In a classification task, for example, one 
pitfall is to simply look at the percentage of observations 
the model correctly classifies. This can be misleading in 
situations where even a simple decision rule (e.g., predict 
that no patient will experience the event of interest in the 
next year) would yield a high accuracy, simply because the 
event to be predicted is very rare. A model performance 
metric needs to incorporate the cost of different types of 
error (e.g., false negatives and false positives) especially if 
these have very high economic or health costs. Ideally the 
ML model must improve upon the methods currently in 
use as measured by the appropriate metric, whether those 
methods are based on expert judgment or existing risk 
scoring instruments.

Prepare Data for Analysis 
According to a widely quoted estimate, data analysts 
spend 80% of their time collecting and preparing the 
data for analysis.35,36 Because ML algorithms need quality 
data, and often in large quantities, data preparation is a 
very labor intensive part of any ML project. Activities at 
this stage include dealing with missing variables, creating 
new variables from existing ones that can boost model 
performance (feature engineering), and processing data so 
that it is usable by ML algorithms. All these steps require an 
understanding of the data sources, data fields, and subject 
matter knowledge. The team must consider how exactly the 
model will be used and which variables will be available to 
make new predictions when the model is deployed. 

After the data is prepared for analysis, it is then necessary 
to randomly separate the dataset into a training validation 
set which will be used to train the models and assess their 
performance for purposes of model selection, and a test 
set to get an estimate of the selected model’s performance 
when applied to data it has never seen before. 

Train Models and Communicate Results
For any given ML task there is a large number of models 
from which to choose. Before going with the most complex 
model, such as a deep neural network with dozens of layers, 
it is better to start with simpler models such as logistic 
regression or random forests. Mean and standard deviation 
of different models’ performance on validation sets can 
then be compared to select the best model. It is imperative 
to automate all these steps, including data preparation, 
because they involve extensive experimentation to find the 
right mix of features and models, as well as fine tuning the 
process. Note that model building and data preparation 
is an iterative process. Once model selection is complete, 
the team can use the test set to estimate the model’s 
performance on new data. A model’s parameters must 
never be tweaked to increase its performance on the test 
set. Otherwise, the real-world performance estimate will be 
biased. 

When a model is selected, the analyst needs to go beyond 
reporting the model’s performance and be able to answer 
the “so what” question from the business perspective, 
whether it relates to drug discovery or identifying 
undiagnosed patients. Assumptions, methods, and other 
technical details should be clearly laid out for more 
technical audiences.

Maintain the Model
A model’s performance depends on whether new 
observations to which it is applied have characteristics 
similar to observations on which it was trained. It is likely 
that over time the characteristics of patients, clinical sites, 
or the instances it is being asked to make predictions for 
will change, leading to erosion of the model’s accuracy. 
To prevent this decline, a model’s parameters must be 
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tuned as new data is available to make sure that the initial 
performance is maintained or improved upon. Repeating 
model training with new data instances is therefore usually 
necessary. A related problem is application of a model to 
a new setting. A model trained on data from one region, 
patient population, or disease area is unlikely to perform as 
well when applied to another. 

Conclusions
Whilst adoption of ML in early stage development has been 
widespread, use in later stage development is relatively 
early in its evolutionary path. Use cases for ML are still 
being developed and understood. There is no doubt that 
ML approaches can yield benefits in terms of efficiencies, 

new insights, and actionable evidence. However, 
knowledge of appropriate use of ML methods and potential 
applications is not widespread in our industry, a factor which 
is likely to slow its adoption. Whilst there may be something 
of a misconception that ML can be “automated” and can 
produce almost “magical” results with little effort, this is not 
the case. ML is an analytical technique and is best thought 
of in the same manner as traditional statistical analysis. 
It requires a range of specialist knowledge and rigorous 
application with attention to detail in the medical and 
pharmaceutical industries. n

For more information, please contact  
Mustafa.Oguz@evidera.com or Andrew.Cox@evidera.com.
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